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K-nearest neighbor (KNN) has yielded excellent performance in physiological signals based on emotion recognition. 

But there are still some issues: the majority vote only by the nearest neighbors is too simple to deal with complex (like 

skewed) class distribution; features with the same contribution to the similarity will degrade the classification accuracy; 

samples in boundaries between classes are easily misclassified when k is larger. Therefore, we propose an improved 

KNN algorithm called WB-KNN, which takes into account the weight (both features and classification) and bounda-

ries between classes. Firstly, a novel weighting method based on the distance and farthest neighbors named WDF is 

proposed to weight the classification, which improves the voting accuracy by making the nearer neighbors contribute 

more to the classification and using the farthest neighbors to reduce the weight of non-target class. Secondly, feature 

weight is introduced into the distance formula, so that the significant features contribute more to the similarity than 

noisy or irrelevant features. Thirdly, a voting classifier is adopted in order to overcome the weakness of KNN in 

boundaries between classes by combining different classifiers. Results of WB-KNN algorithm are encouraging com-

pared with the traditional KNN and other classification algorithms on the physiological dataset with a skewed class 

distribution. Classification accuracy for 29 participants achieves 94.219 2% for the recognition of four emotions. 
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The purpose of emotion recognition is to build a harmo-
nious human-machine environment by giving the ma-
chine the ability to recognize human emotion. It has been 
widely applied in various fields, such as disease diagno-
sis, criminal investigation and distance education. At 
present, emotion recognition based on physiological sig-
nals has attracted increasingly attention, since physio-
logical signals are not controlled by participants' subjec-
tive consciousness compared with facial expressions and 
speech, and they are convenient to record as long as the 
participant wears bio-sensors. 

Physiological signals are characterized by weakness, 
instability and randomness, making it difficult to identify 
emotions from them. Many classification methods have 
been introduced to overcome the difficulty. As a simple, 
nonlinear, nonparametric but effective pattern classifier, 
K-nearest neighbor (KNN)[1] has been extensively used 
in physiological signals based emotion recognition. 

But there are still some issues needed to be improved. 
On one hand, the basic majority vote strategy is too sim-
ple to deal with the skewed class distribution that sam-
ples of a more frequent class tend to dominate the pre-
diction of the test example. Because they tend to be 

common among the k nearest neighbors due to their large 
number, and the vote only by the nearest neighbors is a 
little limited. On the other hand, the accuracy of the 
KNN algorithm can be severely degraded by the pres-
ence of noisy or irrelevant features, because all the fea-
tures contribute the same to the similarity (sample dis-
tance). Feature selection is commonly used to deal with 
this problem, but may cause the loss of feature infor-
mation. Besides, the samples in the boundaries between 
classes are easily misclassified when k is larger. 

To address these issues, the WB-KNN algorithm is 
proposed in this paper, which takes into account the 
weight of features and neighbors and the boundaries be-
tween classes based on the traditional KNN algorithm. 
Specially, the WB-KNN algorithm includes three major 
improvements: The WDF weighting method is based on 
the distance and farthest neighbors are proposed to 
weight the classification. On the one hand, this method 
employs a standard normal distribution function with 
excellent distribution characteristics to weight the 
neighbors according to their distance to the test sample, 
in order that the nearer neighbors have the higher voting 
weight. On the other hand, considering the farther 
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neighbors are less likely to be the same class as the test 
sample, the farthest neighbors are used to improve the 
correction rate of the voting result by reducing the 
weight of non-target class. 

The standard Euclidean distance adopted in traditional 
KNN algorithm is replaced with feature-weighted dis-
tance, so that the significant features contribute more to 
the similarity than noisy and irrelevant features, the fea-
ture weight is expressed by its importance evaluated us-
ing a tree-based ensemble method. 

To overcome the weakness of KNN in boundaries 
between classes, an ensemble classifier (voting classifi-
er)[2] is adopted to classify the samples in boundaries 
between classes by combining native Bayes (NB), deci-
sion tree (DT), support vector machine (SVM) and using 
the average predicted probabilities (soft vote), which can 
result in better overall performance than any of the indi-
vidual classifiers in the ensemble. 
  Besides, due to the nonlinear separability of the physi-
ological dataset, kernel principal component analysis 
(KPCA) with radial basis function (RBF) is adopted to 
map the data into a high dimension space, extract more 
distinguishable features, and then reduce the feature di-
mension. 
  Based on the analysis above, an emotion recognition 
system based on WB-KNN algorithm is designed, as 
shown in Fig.1, the system includes three parts as follows. 

1．Data and feature: data acquisition, preprocessing 
and feature extraction.  

2．Feature processing: KPCA is used to map the data 
into a high dimension space to extract more distinguish-
able features, then feature importance is evaluated by a 
tree-based estimator. 

3．Modeling and classification: WB-KNN model is 
established to predict the emotion category of the test set. 
There are three steps in the WB-KNN model. First, cal-
culate the nearest and farthest neighbors by the fea-
ture-weighted distance; Second, use the WDF weighting 
method to weight the classification of the test samples 
that are not in the boundary between classes; third, adopt 
the voting classifier to classify the test samples in the 
boundary between classes. 
 

Fig.1 The emotion recognition system based on 
WB-KNN algorithm 

Overall, our contributions are as follows: 
1．The WDF weighting method based on distance and 

the farthest neighbors is proposed to improve the voting 
accuracy, by making the nearer neighbors contribute 
more to the voting decision and using the farthest neigh-
bors to reduce the weight of non-target class. 

2．Feature-weighted distance is used to measure the 
similarity of samples, which can eliminate the interfer-
ence of noise or irrelevant features and can reduce the 
loss of feature information caused by feature selection. 

3．The voting classifier combining different classifi-
ers by the soft vote strategy is adopted to overcome the 
weakness of traditional KNN algorithm in boundaries 
between classes. 

4．The effectiveness of the proposed WB-KNN algo-
rithm has been proved on the physiological dataset, col-
lected from 29 participants under four induced emotions. 
  Acquisition of a high quality physiological dataset is 
the first stage in physiological signals based emotion 
recognition. In this field, autonomic nervous system 
(ANS)[3] signals have been increasingly emphasized, 
such as electrocardiogram (ECG), galvanic skin response 
(GSR), electromyography (EMG), photoplethysmogra-
phy (PPG), respiration (RSP), blood volume pulse (BVP), 
skin temperature (SKT), skin conductance (SC) and so 
on. 

Kim et al[4] developed a novel emotion recognition 
system using short-term physiological signals (ECG, 
SKT, electrodermal activity). Li et al[5] proposed recog-
nizing emotion using four physiological signals (ECG, 
SKT, SC and RSP). Chang et al[6] proposed an emotion 
recognition system with consideration of facial expres-
sion and physiological signals including SC, finger tem-
perature and heart rate. Previous studies have shown that 
emotion recognition through the ANS signals is feasible 
and effective. Gou et al proposed a local mean represen-
tation-based k-nearest neighbor classifier (LMRKNN)[7]. 
However, these methods still do not solve this problem: 
when k is large, samples in the boundary between classes 
are easily misclassified. Our work is focused on this 
problem. 

In this paper, four physiological signals (ECG, GSR, 
EMG and PPG) are collected under four induced emo-
tions (happiness, fear, sadness and anger). The underly-
ing correlations between emotions and the adopted sig-
nals are: 

1．ECG and PPG are the digital representation of 
heart activity that can reflect a person's emotional state to 
a certain degree. The increase in heart rate under fear 
stimuli is a typical example. 

2．Facial EMG is a signal that can be easily measured 
from the face surface. It is caused by the activity of facial 
muscle contraction and reflects the state of the nerve 
muscle. It reflects the emotion change from facial ex-
pression. 

3．GSR is another signal that can be measured on the 
body surface and reflects the electrical conductivity of 
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the skin. The skin conductance level is closely linked to 
emotion and attention. 
  WB-KNN is proposed to overcome the drawbacks of 
traditional KNN. Algorithm 1 presents the pseudo code 
of the WB-KNN algorithm. To understand the WB-KNN 
algorithm better, the implementation of the pseudo code 
is described in detail below.  
 

Algorithm 1 Procedure of the WB-KNN algorithm 
REQUIRE: The N×M training set with S classes, a test sample 

xi∈RM, weight vector of features α. 

ENSURE: The label of xi, y(xi). 

  1: Calculate the distance d(xi, xj) between xi and the training 

sample xj; 

2: for j=1 to N do 

      d(xi, xj)=Distance (α, xi, xj) 

end for 

3: Sort xj by d(xi, xj) to find the k nearest neighbors xi
(n) and k 

farthest neighbors xi
[n] of xi, n=1,...k; 

4: Judge whether xi is in the boundaries between classes ac-

cording to xi
(n); 

5: if xi∈boundary then 

y(xi)=VotingClassifier(xi); 

6:else 

Compute the weight of class s(ωs) voted by xi
(n) and xi

[n] using 

the WDF weighting method; 

for s=1 to S 

ωs=SumWeight{xi
(n)∈s}− SumWeight{xi

[n]∈s}; 

end for 

y(xi)=argmaxs{ωs }; 

end if 

7: return y(xi). 

 
First of all, k nearest neighbors xi

(n)
 and farthest 

neighbors xi
[n] of the test sample xi are computed by the 

feature-weighted distance formula:  
2
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where αm represents the weight of feature m.  
  Then, use the label information of xi

(n) and xi
[n] for the 

classification of xi. In traditional KNN algorithm, xi is 
classified by a majority vote of its nearest neighbors xi

(n). 
But the simple majority voting classification has a draw-
back when the class distribution is skewed. That is, sam-
ples of a more frequent class tend to dominate the pre-
diction of the test sample, because they tend to be com-
mon among the k nearest neighbors due to their large 
number, xi will be misclassified to S2. An effective ap-
proach to overcome the drawback is to weight the classi-
fication according to the distance from the test sample to 
each of its k nearest neighbors. 

To overcome the shortcomings of these traditional 
weighting methods, the WDF weighting method based 
on the distance and farthest neighbors is proposed. On 
the one hand, this method assigns the weight to the 
neighbors based on their distance to the test sample using 
a standard normal distribution function. The voting 
weight of xi in the classification of xi is υxi. It is easy to 

know that the maximum value and the attenuation rate of 
the function are controlled by σ, which can be adjusted 
for the dataset with different distribution easily. On the 
other hand, considering the farthest samples are less 
likely to the same class as the test sample, the farthest 
neighbors xi

[n] are used to reduce the weight of non-target 
class. The label of xi by the WDF weighting method is 
denoted by  
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  Another improvement is intended to the boundaries 
between classes. Generally, larger value of k reduces 
effect of the noise on the classification, but makes 
boundaries between classes less distinct. A voting classi-
fier is utilized to improve the classification accuracy of 
samples in the boundaries between classes by combining 
different base classifiers and using the average predicted 
probabilities. xi is determined to be a sample in bounda-
ries between classes, if ∃S1, S2∈S, 

  |count(xi
(n)∈S1)−count(xi

[n]∈S2)|≤δ,            (3) 

where count(xi
(n)∈S1) represents the number of samples 

belonging to class S1 in xi
(n) and δ is a small integer. 

Then the label of xi is: 

…
1

( ) arg max { ( ) , 1 }
L
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where L is the number of base classifiers, hl(xi) is the label 
predicted by base classifier hl and βl is the weight of hl. 

Based on the improvements above, a lot of compara-
tive experiments have been conducted to verify the ef-
fectiveness of the WB-KNN algorithm. 
  To acquire a high quality database of physiological 
signals, a scientific and reasonable arrangement is made 
for the experiment from the participants, experimental 
instruments, emotional stimuli and experimental scene. 
  The participants include 29 students, 15 males and 14 
females, which from our class. They are aged from 18 to 
30 years (mean is 22.97, standard deviation is 2.83) and 
they can express emotions normally. 

For emotional stimuli, representative video clips[8] are 
adopted, as video induction is a multimedia (audio, visu-
al and cognitive) and convenient approach to evoke spe-
cific targeted emotions. Specially, we choose a movie 
clip of Diors Man for happiness, a movie clip of Grudge 
for fear, a movie clip of the Aftershock for sadness, a 
movie clip of Silenced for anger and one minute static 
picture as a transition. Scientific researches indicate that 
an adult’s attention can only be highly concentrated for 
about 20 min. Considering the participants' patience, 
each movie clip plays about 4 min in happiness, fear, 
sadness and anger order. And the internal of each two 
clips plays one minute static picture to help the partici-
pants calm down. 

The emotion induction experiment is arranged in a 
closed and quiet room. Four physiological signals (ECG, 



XIE et al.                                                                   Optoelectron. Lett. Vol.17 No.7·0447· 

GSR, EMG and PPG) are acquired using BIOPAC 
MP150 system. The sampling rate is set at 200 Hz for all 
channels. In addition, we also use two computers. One is 
used to record signals from BIOPAC MP150 system. 
Another with a camera is used to play emotional stimuli 
and record the facial expressions of participants syn-
chronously.  

At the beginning of the experiment, lab assistant ex-
plains the experimental process for participants and help 
them wear bio-sensors. Then, about 20 min emotion in-
duced video is played. After the experiment, participants 
are asked to fill out the feedback form about their emo-
tional experience. In the subsequent steps, the reports of 
the participants' emotional experience and facial expres-
sions will be used for the label of physiological signals. 

Physiologically, the physiological signal is so weak 
that it is easily interfered by noise, the electromagnetic 

phenomenon of the experimental instrument, the power 
frequency and the action of participants. Therefore, it is 
necessary to preprocess the physiological signals in emo-
tion recognition. 

First of all, to reduce the required length of signals, 
each sample is intercepted into a signal segment of 20 s, 
according to the participants' emotional reports and facial 
expressions. Subsequent processing is all based on these 
signal segments. 

For ECG and PPG signals, wavelet decomposition is 
used to remove baseline drift and detect characteristic 
waveform (R waveform in ECG and P waveform in 
PPG). Fig.2 shows the preprocessing results of ECG and 
PPG signals. For EMG signal, a Butterworth low-pass 
filter with 0.4 Hz is used to denoise. For GSR signal, a 
Butterworth low-pass filter with 0.3 Hz is employed for 
smoothing. 

 

 

Fig.2 The preprocessing of (a) ECG and (b) PPG signals 

 
We use Augsburg Biosignal Toolbox (AuBT) to pro-

cess the data. Emotion-relevant features are extracted by 
combining these underlying features and their statistical 
features including mean, median, min, max, range and 
std. Removing meaningless features, there are total 136 
features, include 80 ECG features, 20 EMG features, 17 
GSR features and 19 PPG features. Then, the physiolog-
ical dataset is constructed by these features and emotion-
al labels. The number of samples on happiness, fear, 
sadness and anger are 105, 185, 168 and 165 respectively, 
this indicates that the class distribution of the physiolog-
ical dataset is a little skewed, the number of samples on 
happiness is significantly less than the number of sam-
ples on fear. 
  As we know, the accuracy of the KNN algorithm can 
be severely degraded by the presence of noisy or irrele-
vant features, or if the feature scales are not inconformity 
with their importance. A popular approach is used by 
feature-weighted distance to express the similarity be-
tween samples. 

Before calculating the feature weight, data is first 
normalized to eliminate the influence of feature scale. As 

physiological datasets are usually nonlinearly separable, 
KPCA with RBF is utilized to map the data into a high 
dimension space, extract nonlinear features and then re-
duce feature dimension, which can possibly generate 
more distinguishable features. 

Generally, the weight of features is expressed by their 
importance in classification. After KPCA processing, a 
tree-based estimator is used to evaluate feature im-
portance through Gini coefficient, which in turn can be 
used to discard irrelevant features. Then the features are 
ranked in descending order depending to their im-
portance. Fig.3 shows the importance of the top 50 fea-
tures after ranking. It can be observed that only the lim-
ited features have a high importance. One way to elimi-
nate interference of irrelevant features is to only use the 
few important features for the classification, but this 
method will cause the loss of feature information. 
Therefore, feature weighting method is proposed by giv-
ing each feature a weight according to their importance 
in the classification, which can not only eliminate inter-
ference of irrelevant features, but also reduce the loss of 
feature information.
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Fig.3 The importance of the top 50 features after 
ranking 
 
  To verify the effectiveness of the improvements to 
traditional KNN algorithm, a lot of contrast experiments 
are performed on the physiological dataset by 10-fold 
cross validation. 

Three popular classification algorithms (NB, DT and 
SVM) are used to construct the voting classifier, since 
they all have a good performance on the physiological 
dataset. Their voting weights are assigned as 1, 1.5 and 1 
respectively, according to their classification accuracies 
(87.480 8%, 91.807 5% and 85.558 1%). The voting 
classifier will be used to classify the samples in the 
boundaries between classes in the following experiments. 

Tab.1 shows the classification accuracy of KNN mod-
els with distinct improvements. It can be seen obviously 
that each improvement has improved the classification 
accuracy gradually, which validates the effectiveness of 
our WB-KNN algorithm. 

 
Tab.1 The classification accuracy of KNN models with 
different improvements 

n KNN (%) KNN-1 (%) KNN-2 (%) KNN-3 (%)

1 78.817 2 78.817 2 79.618 5 83.000 5 

3 89.738 9 90.542 8 91.021 5 91.984 1 

5 88.773 7 90.547 9 91.026 6 93.266 8 

10 84.754 2 91.820 3 93.259 1 94.219 2 

20 75.762 9 90.064 0 91.500 3 92.135 2 

30 64.357 4 87.811 1 89.892 5 90.855 1 

50 53.466 5 87.004 6 89.567 3 90.530 0 

(KNN-1: feature-weighted KNN; KNN-2: on the basis of KNN-1, 

using the WDF weighting method to weight the classification (σ= 

0.000 1); KNN-3: on the basis of KNN-2, using the voting classifier to 

classify the samples in the boundaries between classes. All these KNN 

models have the same k value of 7.) 

 
Tab.2 shows the classification accuracy of KNN-1 

models with different weighting methods. As we can see, 
the DF weighting method based on the distance and far-
thest neighbors has a better performance than traditional 
weighting methods by tuning the hyper parameter σ, whi- 
ch proves its superiority and tenability. 
 

 

Tab.2 The classification accuracy of KNN-1 models 
with different weighting methods 

Weight 3NN (%) 4NN (%) 5NN (%) 6NN (%) 7NN (%)

σ=0.01 91.20 91.32 91.09 91.11 91.16

σ=0.001 91.59 91.72 92.13 92.10 91.17

σ=0.000 1 92.09 92.17 93.03 92.86 92.95

(d: the distance between the test sample and its neighbors; σ=0.01: the 

WDF weighting method with σ=0.01; 1NN: the feature-weighted KNN 

(KNN-1) with k=1. All these KNN models are established under n=10.) 

 
  In general, the WB-KNN algorithm improves emotion 
recognition performance over traditional KNN and other 
classification algorithm (NB, DT and SVM). 
  This paper proposed the WB-KNN algorithm to sur-
mount the shortcomings of traditional KNN. The im-
provements mainly focused on three aspects: replacing 
the standard Euclidean distance with feature-weighted 
distance; using the WDF weighting method based on the 
distance and farthest neighbors to weight the classifica-
tion; adopting the voting classifier to balance out the 
weakness of traditional KNN in the boundaries between 
classes. We collected four physiological signals from 29 
participants under four induced emotions to investigate 
the performance of the WB-KNN algorithm. The results 
of emotion recognition from the physiological dataset 
with WB-KNN algorithm dramatically outperformed 
than traditional KNN and other classification algorithm 
(NB, DT and SVM). Classification accuracy was 
94.219 2% on the four categories. As physiological sig-
nals are complex, more effective emotion-relevant fea-
tures should be extracted from multiple physiological 
signals in the future emotion recognition system. 
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